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The bases for forming a new paradigm 
in geography are four principle method­
ological tendencies which can be ex­
pressed in the movement: 

1) from examining simple relations to 
examining more complex struc­
tures and "whales" rather than 
"parts," 

2) from a qualitative to a quantita­
tive approach, 

3) from particularizing to generaliz­
ing and, 

4) from a genetic to an explanatory 
and predictive approach. 

The last tendency, particularly when 
it is closely connected with the others, 
is of great importance for assuring the 
right place for geography among other 
disciplines. Scientific interest in predic­
tion, in particular the ability to form 
statements concerning the future, is be­
coming a basic criterion for assessing 
the value of certain disciplines. 

The reason for this is, that regardless 
of philosophical viewpoint and method­
ological opinion, it has been generally 
agreed that the essential statements of 
value are those which provide the possi­
bility for making an accurate forecast. 

Scientific prognosis is the methodology 
of interpreting data from the predictive 
viewpoint and is not a theory of ~the 
future. In all scientific disciplines and 
especially in the social sciences a newly 
organized scientific movement has been 
developing taking up the problems of 
prediction, see Nladej [ 35] and de J ou­
venel [ 29]. In connection with this the 
question of the basis for prediction in 

geography arises. This was noted by 
Hartshorne [25], Chorley and Haggett 
[12] and Sauszkin [53]. 

Some very interesting research has 
been reported on prediction concepts 
and instruments in social and economic 
science as given by Bell [ 3], Bird [ 4], 
Massenet [37, 38], Pawlowski [49], Si­
cinski [54], and Wold [ 61]. I would like 
to suggest some slight generalizations of 
the concepts which appear in the social 
sciences and economic geography; I 
would also like to make a suggestion to 
facilitate the actual use of those con­
cepts. 

I shall now examine briefly the con­
cepts and logical nature of scientific pre­
diction in economic geography. 

Scientific predictions are based on 
reasons which the author must present 
precisely. Prediction, however, is a defi­
nite process of conclusion, which helps 
to achieve concrete results in the form 
of a forecast hypothesis or a prognosis. 
The forecast hypothesis which results 
from this kind of deduction is formulated 
for further analysis and verification. A 
prognosis is a proposition about the 
future which has not been formulated 
for actual verification. 

Contemporary methodology of science 
assumes that the basis for prediction is, 
above all, found in the laws of science. 

According to Bunge [ 6, p. 307] scien­
tific prediction may be defined as the 
deduction of propositions concerning as 
yet unknown or unexperienced facts on 
the basis of general laws, and of items 
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of specific information. The logical struc­
ture of scientific prediction is the same 
as that of scientific explanation; both 
are consequences of the conjunction of 
laws and particular pieces of informa­
tion. But the identity in logical structure 
does not entail an identity in nature or 
kind; prediction is not epistemologically 
the same as description and explanation, 
because prediction is usually affected by 
a peculiar u:1certainty of its own. The 
uncertainty of prediction stems partly 
from the incompleteness of description 
and explanation, but in prediction an 
additional uncertainty appears, namely, 
the one associated with the unexpected 
emergence of new information or new 
conditions. 

If we assume the principle that the 
bases for prediction are scientific laws 
conceived of only as strictly universal 
statements and theories, then the possi­
bilities for prediction in human geogra­
phy and the other social sciences which 
show a low level of achievement in for­
mulating laws and theories would be 
confined. These disciplines have not 
managed to achieve a logically coherent 
system of general statements, i.e., laws 
and hypotheses in the form of theories 
[11]. 

This happens because of the high de­
gree of complication, the large number 
of conditions, and the complexity of 
causal connections in social-economic 
phenomena. This makes it very difficult 
to ascertain regularities and to build up 
hypotheses. But the low frequency of 
observed regularities is one of the diffi­
culties besetting the disclosure of laws 
in any field of investigation. 

In economic geography regularities 
are seldom observed. They are usually 
inferred or reconstructed,· that is, first 
assumed and then tested. In order to 
find regularities we must make extensive 
use of abstraction, which alone can go 
beyond the appearance into the essence 
of things. In other words, the establish­
ment of laws and theory in social sci­
ence requires the formulation of cogni­
tive models. 

Omitting at this point any discussion 
on the subject of model conception in 
science, we can nevertheless state that 
a theoretical model is a collection of as­
sumptions which makes the solution of 
the problem under examination possible, 
[9, 10]. These assumptions are usually 
a description or representation of a cer­
tain group of events or things. They are 
often formed for comparatively simple 
patterns of events in the hope that the 
resulting conclusions can be transferred 
to more complicated patterns [22]. 

The essential element in this kind of 
procedure is that the model involves 
assumptions for simplifying the problem. 
This simplification can depend, among 
other things, on making even fictious 
assumptions in order to strengthen our 
means of inference, e.g., assuming that 
certain information concerning the prob­
ability distribution of certain events or 
processes is known or that certain con­
straints are operative. As long as all vari­
ables have not been replaced by con­
stants, the model permits us to infer 
structure. From the structure we obtain 
empirical dependence by replacing each 
variable by a constant value defined by 
the functions connecting the values con­
cerned. The cognitive model is then con­
structed; we may hope to know from it 
the behaviour of a certain system, and 
possibly foresee its behaviour in the 
future. 

Isard [28, p. 593] maintained that per­
fect projection and understanding of 
society would necessitate a complete 
general interdependence theory, fully 
tested and set down explicitly in quanti­
tative, operational form. But no such 
theory currently exists or is ever likely 
to be attained. 

Prediction concerning social phenom­
ena in geographic research is character­
ized by three features. 

First, prediction concerns mass phe­
nomena, and it is easy to see why this is 
so. Most hypotheses and regularities are 
statistical, established empirically or on 
the basis of theoretical models, and they 
are not supposed to permit the formula-
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tion of precise predictions about singu­
lar events. They help in foreseeing col­
lective properties, that is properties of 
large populations, that are similar in 
some respect. 

Second, the knowledge gained in mak­
ing predictions can very seriously affect 
the evolution of phenomena which are 
the subject of prediction. Announcing 
the forecast can induce a modification of 
action that can lead to the self-destruc­
tion or self-realization of the forecast. 

Third, social phenomena develop not 
only according to their own laws, but 
depend also on the material base, that 
is, they depend on technical progress and 
geographical environment. 

In the field of economic geography, 
prediction is an indication of changes 
likely to occur in the spatial patterns of 
social organization and cultural fonns 
based on the close connection between 
the evolution of cultural forms over 
time, their structure, and diffusion over 
space. 

The present state of prediction meth­
odology is characterized by a great 
variety of prediction methods which vary 
both with respect to their logical forms 
and their problem-solving objectives. 

Using E. Jantsch's terminology we can 
distinguish between explorative forecast­
ing which begins with the assured basis 
of present knowledge and is oriented 
towards the future, and normative fore­
casting which first assesses future goals, 
needs, and desires, and then works back­
ward to the present [ 4, p. 71]. 

The methodology of normative fore­
casting is based on decision theories such 
as the theory of marginal utility, pro­
gramming, and game theory. Due to 
their normative character, these theories 
concern not prediction but rational 
choice. By rational behaviour, e.g., in 
the sense of maximizing or minimizing 
behaviour, we understand a choice of 
decisions from the collection of alterna­
tives which will achieve a definite aim. 
This whole question which has been the 
subject of numerous studies requires, 
however, a separate analysis in the con-

text of economic geography, see Church­
man [13] and Giedymin [22]. 

The basic division is between quanti­
tative and non-quantitative approaches. 
Although both types involve risk, with 
the development of modern statistical 
methods we can better estimate within 
probability ranges the errors to repre­
sent risk. The use of statistics and mathe­
matics, however, has not eliminated sub­
jectivity with respect to judgment, the 
method of prediction, the theory upon 
which to operate, the variables to select, 
the methods to use, or the qualitative 
interpretation and inferences to be 
drawn from empirical results. Experi­
ence, judgment, knowledge, and inclina­
tion have to be employed to temper the 
forecast and perceive the hidden factors 
which often nullify the accuracy of esti­
mates [23]. 

There are many principles· of inference 
in forecasting and many techniques of 
describing a prognosis based on them. 
Depending upon the character of the 
problem, the specific features of the phe­
nomena which we want to foresee, the 
period of time, and also whether the in­
ference is a single or repeated one, dif­
ferent methods, sometimes complement­
ary to each other, may be used. 

Quantitative prediction methods which 
are a pp lied or can be a pp lied to examine 
the changes in spatial patterns, are in 
fact reduced to two types of extrapola­
tion: 1) extrapolation of endogenous 
variables in the descriptive models, and 
2) extrapolation of the stochastic pro­
cesses. 

The division, however, is not logically 
separate, but it is based on differentiation 
of two basic conceptions of understand­
ing reality in economic geography: struc­
ture and process. This is not equal of 
course to the division between static 
and dynamic approaches. 

The extrapolation of endogenous vari­
ables in descriptive models has been par­
ticularly applied and justified on the 
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grounds of the classical econometric 
theory of estimation. Its backgrounds 
have been worked out by economists 
associated with the Cowles Commission 
for Research in Economics. This is a very 
popular theory which does not need to 
be introduced here. We only need to 
mention that its stochastic or random 
character is strongly emphasized. Ac­
cording to this theory, the endogenous 
variables of the econometric models are 
random variables with the induced dis­
tribution determined above all by the 
distribution of the random components. 

From the practical point of view, the 
most important way of making use of 
the descriptive models is the extrapola­
tion of some values which appear as 
endogenous variables in the model. The 
idea of extrapolation itself ought to be 
understood quite broadly as inference 
beyond a statistical sample. 

It is difficult to introduce only the out­
line of the method of extrapolation based 
on the theory of econometric models. I 
must emphasize that there can be no 
uniquely best principle of extrapolation 
useful for all types of models. The prin­
ciple of prediction -such as unbiased pre­
diction, prediction according to the maxi­
mum probability, and the principle of 
least-risk prediction depends on the cir­
cumstances and especially on whether 
there will be only one prediction or 
whether the process of prediction will be 
repeated often. So, leaving aside the de­
tails concerning the technique of predic­
tion, the basic foundation of the classical 
theory which when realized makes good 
extrapolation possible ought to be con­
sidered. 

The difficulties which are connected 
with the realization of these assumptions 
help explain the still very low prognostic 
effectiveness of descriptive models in 
economic geography. These models 
chiefly refer to spatial structure and 
spatial interdependence in the human 
pattern, and they can be thought of as 
describing characteristics of spatial pat­
tern behaviour. 

If we examine the problem of the as-

sumptions of prediction theory we can 
distinguish as Pawlowski does [ 49, p. 17] 
three conditions for good extrapolation: 
1) knowledge of the model for prog­
nostic variation, 2) stability of structural 
relation and a random component in 
time, and 3) knowledge of the explana­
tory variate value during the forecast 
period. 

The first condition concerning the 
structure of the model means that not 
only the analytical form of the relation 
and the numerical value of structural 
parameters of the model must be known, 
but also the parameters of the stochastic 
structure of the model. Research practice 
deals with two problems: a) the choice 
of the descriptive equation, b) the sta­
tistical information on which the para­
meters will be estimated. 

The question of the choice or form of 
the best fitting function is one of the 
most difficult problems. We can ex post 
facto determine whether an essential dif­
ference between the goodness of fit of 
two different curves exists, but this is 
not always possible, e.g., between a lin­
ear and an exponential trend. In the 
models applied in economic geography 
the lack of well-developed theories 
which can be used to set up hypotheses 
about the form of the function makes 
things more difficult. 

The typical example is in interaction 
hypotheses based on the gravity model 
where the different types of function 
describe the same problem situation, and 
the lack of theory prevents us from 
identifying a priori a problem situation 
to which the appropriate type of func­
tion can be applied [8]. 

I shall not deal here with the problem­
atics of gathering information and bring­
ing "rough" data to such a form that 
they could be used for model estimation. 
However, great care should be taken to 
assess the representative character 
these data so that the whole procedure 
is based on the assumption that exogen­
ous variables of the model are random 
variables. In connection with this, care 
should be taken of the fact that mathe-
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matical statistics entitles us to use the 
notion of random sampling only in such 
situations; the possibility of multiple 
sampling conditions. may exist:, see 
Czerwinski [17]. So, only the scheme 
"population-random sample" permits us 
to use the concept of the value of the 
variance of estin1ators; 

In geographical research we operate 
with a full set of data, and also very 
often with such values as distance of 
migration and similar measures which 
cannot be regarded as random samples. 
One of the elementary conditions in ran­
dom sampling is that each population 
element must have an identical chance 
of entering the sample. Examining such 
values as distances between all towns 
in a given region as a sample is rather 
fictitious. Hence in research in economic 
geography we deal not so much with 
estimation, but with an adjusting func­
tion. 

The second condition says that the 
structure of the phenomena, the rela­
tionships described by the model, and 
the distribution of the random compo­
nent remain steady. This stability is 
required from the moment a sample is 
taken until the time of prognosis. The 
development of mathematical statistics 
has enabled us to examine this stability 
and to estimate the directions and even­
tual changes in time [ 48]. 

The increase of variance in the random 
component signals that secondary factors 
grow more and more important, while 
the role of the main factors diminishes. 
In such cases, the principle of prediction 
ought to be based on the analysis of 
these additional factors. 

I~ we omit the rapid changes which 
radiCally change the structure, which 
Lange [ 34, p. 25] called disastrous, such 
a.s a social revolution, technical revolu­
tion, wars, or elemental disasters so in 
research in economic geography two 
groups of causes of regularity of such 
changes ought to be distinguished: 
?emographic movement and technolog­
Ical development. That means, in con­

that the principle of inference 

in the distant future is limited to condi­
tions of structural dependence which do 
not change very often. 

The third condition is that the value 
of exogenous variates during the predic­
tion period is known. There are some 
methods of profiting also from non­
statistical information concerning the 
future state of exogenous quantity. 

This question does not appear in the 
case of the models of time trends in 
which time appears as an exogenous 
variate. This kind of prediction however 
is least justified, because whe~ a trend 
is assigned, we do not know why a 
certain quantity grows according to this 
or that curve. Increasing the length of 
the trend does not increase the certainty 
of the prognosis, because we then need 
to consider the influence of future cir­
cumstances which do not yet exist. Extra­
polation of the trend can also be one of 
the methods used for defining the value 
of the exogenous variable during the 
period of prediction. 

Realization of the above mentioned 
conditions both in econometric work and 
specially. in re~earch in economic geog­
raphy g1ves nse to certain difficulties 
and doubts about the principles of extra­
polation. Estimated models vary greatly 
m accuracy when adjusted to the results 
of observation. The question arises then, 
can we estimate errors which occur when 
we ~ase the quantity prognosis by a 
defimte model worked out numerically? 

In fact, we cannot evaluate the error 
in advance; this can be done only when 
we compare a prognosis with the real 
quantity. But we can estimate the proba­
bility of making an error of definite 
value. For this kind of estimation certain 
assumptions regarding the random char­
acter of some variables and assumptions 
about the form of their distribution are 
required. These can be realized only by 
repeated use of the model, but this is 
rather rare in social science. Of course 
with control the errors can be reduced 
or minimized-a condition generally ab­
sent in social phenomena. This is why 
a model does not represent a prediction 
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of a single event but of some expected 
value. The estimate tells us only that 
we do not fail more than 20 percent of 
the time. 

Without a closer examination of some 
further and more detailed questions and 
techniques connected with the principles 
and methods of extrapolation based on 
the classical theory of econometric mod­
els, we must, however, express doubts 
about their universal application in social 
research and especially in economic 
geography. This theory as it seems over­
estimates the role of initial probability 
which is low and without a rationale in 
many geographical models. It is clear, 
therefore, that in terms of these condi­
tions many standard forecasts are theo­
retically and statistically incomplete. 

There are many examples in the litera­
ture of economic geography of hypo­
theses based on regression models as 
gravity models which have similar 
grounds for the failure of specific pre­
diction, see Olsson [ 43] and Chojnicki 
[ 8, 10]. These weaknesses result above 
all from difficulties which appear in con­
nection with the realization of the as­
sumptions of the classical theory of 
prognosis, and especially from the reali­
zation of assumptions about randomness. 
The use of certain notions of mathema­
tical statistics beyond the range in which 
they may be applied leads to results 
which have no clear-cut interpretation, 
see Czcrwinski [ 18]. 

A critical opinion in this matter does 
not mean we ought to give up such an 
approach. But it does require a discus­
sion on the rationale of these kinds of 
methods, since this is one of the basic 
ways of predicting. 

We can also approach the problems 
of prediction in economic geography 
from a slightly different point of view, 
namely extrapolation of the stochastic 
processes. The theory of stochastic proc­
esses refers to the laws of distribution 
of random variables which in some way 

depend on realizations of other random 
variables antecedent in time. 

The mathematical treatment of sto­
chastic process models is beyond the 
scope of this paper, but I wish to present 
only some remarks concerning the fore­
casting problem. The research in the 
field of economic geography and related 
disciplines shows that the applications 
of models of stochastic processes mainly 
include Markov chains and simulation 
models. 

A Markov chain is a mathematical 
model for describing a certain type of 
process that moves in a sequence of steps 
through a set of states [ 31, 32]. A Mar­
kov chain forms a subset of the Markov 
process with the added condition of sta­
tionarity. The initial probability vector 
and the transition matrix completely 
determine the Markov chain process. The 
few applications of Markov chains in 
spatial research were, above all, of ana­
lytical and exemplary character. But ac­
cording to Harvey [27, p. 582] the Mar­
kov chain technique has considerable 
potential as an aid to research into prob­
lems of evolution in economic geJgraphy, 
since it enables us to treat temporal 
dependence of events within a system 
of geographic locations, and to examine 
equilibrium as a statistical state in terms 
of the actual processes at work in society. 

A basic role in this model is played by 
the transition matrix. In the practical 
application of Markov chain models the 
transition probabilities are usually not 
known and they ought to be statistically 
estimated. The estimators of these prob­
abilities can be relative frequencies of 
realization of suitable random events, 
i.e., relative frequency of passing the 
structure from one state to another state 
in one step. The proper estimation of the 
transition probability makes a founda­
tion for good prediction, but their use 
for long-term forecasting is limited. If 
they are stable over time then further 
forecasts about the development of the 
system may be computed. 

Olsson and Gale [ 47] provide some 
propositions for relaxing several limita-
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tions connected with the application of 
traditional Markov models in spatial re­
search. They suggest that the ordinary 
matrices be extended to several dimen­
sions and argue that the condition of a 
linear sequential operator be modified 
in order to account for neighborhood 
and contiguity effects. 

Further possibilities for expanding the 
application of stochastic process models 
are connected with the application of the 
theory of stationary stochastic processes 
to prediction (see Gichman and Skoro­
chod [21], Rosenblatt [52] and Wiener 
[60]). Some economic series from which 
the trend and the cyclic fluctuation have 
been removed can be treated temporari­
ly in some cases as the realization of a 
stationary process. The theory of these 
processes supplies a key very similar to 
Markov chains, which helps to make 
effective prediction possible, which 
means to foresee the further realization 
of the process with the smallest failure 
possible. 

Recently, simulation models have 
evoked hopes in economic geography of 
providing methods to examine more 
complex problems, by means of which 
the impossibility of carrying on experi­
ments could be replaced. 

Simulation is, in effect, experimenta­
tion on a model rather than on the phe­
nomenon itself; that is, it is vicarious 
experimentation [2, p. 348]. The essence 
of simulation is to imitate the run of 
some process and follow its evolution. 
The basic category of numerical simula­
tion is the Monte Carlo technique. Ac­
cording to Ackoff [2, p. 352] the use of 
the Monte Carlo technique involves 
three research decisions: 1) how to ob­
tain a set of random numbers; 2) how 
to convert these numbers into random 
variates from some specified probability 
distribution, and 3) how to increase the 
efficiency of estimates obtained from the 
sampling process. 

The results of the application and dis­
cussion of numerical simulation in eco­
nomic geography, as given by Garrison 
[20]; Haggett [24]; Harvey [27]; Maim, 

Olsson, and Warneryd [ 36]; Morrill [ 39, 
40, 41]; Olsson and Gale [47]; Pitts [50]; 
Warneryd [58] ; and Yuill [ 62], show 
that: 

1) Simulation is well suited to an 
experimental process in time in 
which a complex of probabilities 
interact to produce typical pat­
terns, and for a process the pat­
terns of which are a product of 
individual decisions [20, p. 100]. 

2) Sampling on probability distri­
butions can produce a very wide 
range of results, and the proce­
dure is only meaningful if we 
take quite a large sample of 
events which are independent of 
one another [27, p. 385]. 

3) The simulated results are less 
precise than the purely analyti­
cal ones, partly because of t_he 
built-in random factor and part­
ly because a unique result is 
produced every time simulations 
of a non-deterministic model are 
carried out [59, p. 42]. 

4) The greatest problem with geo­
graphical simulation is to find 
quantitative methods by which 
the simulated results can be 
compared with reality [59, p. 43]. 

It is important to note that the appli­
cations of simulation models in geogra­
phy are not of strict predictive character 
but are mainly of analytical value. 

The predictive value of simulation de­
pends on the realization of some assump­
tions: 
1) derivation of more realistic rules for 

the game which have historical and 
spatial validity; 

2) derivation of a set of initial probabili­
ties which have empirical validity 
and a theoretical interpretation; 

3) assigning probabilities to various 
alternatives and comparing the dif­
ferent results; 

4) establishing the rules of correspond­
ence between some assumptions of 
the model and reality concerning 
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spatial characteristics, as for example 
the spatial probability field. 

The effective application of extrapola­
tion methods to forecasting requires the 
realization of two assumptions: first, that 
in relation to the output situation no 
rapid change will take place; and second, 
that analysis of stability of all compound 
elements of the fragment of reality ex­
amined is possible. 

The extrapolation method requires, 
above all, a critical effort in order to dis­
tinguish problems for which extrapola­
tion is possible. So, it is necessary to de­
tach such elements which in smaller or 
larger degree do not permit the applica­
tion of extrapolation methods. Such 
analysis is possible in some degree in 
connection with the variation of existing 
elements and the relationships among 
them. However, methods for foreseeing 
the emergence of new elements and new 
kinds of relationships do not exist. Tech­
nical, social, and organizational revolu­
tions are good examples. This forms one 
of the basic barriers that limits the ap­
plication of preciiction methods based 
on extrapolation which is the method of 
short-term prognosis. 

The extrapolation method can be ex­
panded and enriched by topological 
analysis in geography. If we assume that 
prediction is based on examining 
changes which appear in the spatial 
structure as a result of evolution then 
these changes can be regarded as' a de­
formation in the geometry of all types of 
economic and geographic spaces. If we 
knew the law of this deformation we 
could easily show the picture of the 
future. The development of application 
of network models based on topological 
geometry gives some possibilities of ex­
amining the invariabilities of this kind 
?f deformation. A good example of this 
IS the work of Kansky [ 30] which elabo­
rated a workable predictive model of a 
transportation network based on evolu­
tionary and spatially stable, functional 

relationships between a network struc­
ture and regional characteristics. 

Finally, I must emphasize that the de­
gree of accuracy of forecasting in social 
science depends on a host of factors such 
as the value of models, information, and 
inference, and it is almost impossible to 
establish all those conditions that will 
make one prediction more accurate than 
another. However, as pointed out by 
Bunge [6, p. 330], very few facts in the 
concrete world are predictable with cer­
tainty, and none can be predicted in all 
details because scientific information re­
gards singular facts, none of which are 
ever complete and exact. 
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